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Abstract
In this chapteywe survey communicatiorrelatedissuesarisingin the context of
Low EarthOrbit (LEO) satelliteconstellations.In particular we studythe impact
of the predictablemovementof the satelliteson the techniquesisedin topological
design routing,andhand-wer stratgies.

1.1 INTRODUCTION

A Low EarthOrbit (LEO) satelliteconstellatiorconsistf a setof satellitesorbiting
the Earthwith high constantspeedat a relatively low altitude (a few thousandof
kilometers)[1]. Eachsatelliteis equippedwith a fixed numberof antennaghat
allow it to communicatavith groundtransmitters/receersandwith othersatellites.
Oneof themajoradvantage®f LEO satellites(asopposedo geostationary- GEO
— satellites)is that they are closerto the Earth’s surface. This allows to reduce
the communicatiordelay andthe enepgy requiredto directly connecta userwith a
satellite.

On the other hand, two major issuesarise due to their low altitude. First, a
singlesatellitecanonly coverasmallgeographicadrea(calledfootprint) attheEarth
surface,mary satellitesbeingthusrequiredto provide global coverage.Secondthe
footprint of eachsatellitemovescontinuouslyimplying ahigh mobility of thewhole
network, in contrastwith othercellularsystems.

T Partially supportecby a EuropearRTN fellowship from the ARACNE project.
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In the following, we will seehow the topologyof LEO constellationss limited
by physicalconstraints Then,wewill review how thesefactorshave beentakeninto
accountn thedesignof routingandhand-wer policies.

1.2 TOPOLOGIES

Duringthesystemslesignphaseseveralparametersomeinto play, suchassatellites
altitude, numberof satellites,numberof orbits and of satellitesper orbit, how to
deploy the orbits,andhow to inter-connecthe satellites.All suchfactorsdetermine
thetopologyof the network, asshown in this section.

1.2.1 Orbits

A closerook atthefeasibletypesof orbitsshavsthatunlessheorbitshave thesame
altitudeandinclination,theirrelative positionchangesooftenthatinter-satellitelinks
(ISLs) canhardly connectthemfor a sufficient amountof time (for moredetailson
orbit mechanicsvith respecto telecommunicatioservicessed 1, 39]). Undersuch
constraintsdifferentkinds of constellationscan be obtainedaccordingto how the
orbitsaredeployed.

The so-calledr-constellationsare the structureof the Iridium system[20, 22]
andat the basisof the original plansfor Teledesiq21, 30]. Thebasicstructureof a
w-constellatiorconsistdn a setof orbitsthataredeployedalonga semi-cicle when
viewed from a pole, asshowvn in Figure 1.1(a). The satellitesare placedalongthe
orbits so asto obtaina maximumcoverage of the Earth’s surface. In Figure1.1(c)
the deploymentof satellitesalongwith their footprintsis shovn. We canseethatin a
w-constellatiortherearetwo extremeorbitswhich areadjacentput whosesatellites
move in oppositedirections. As a result,a seamappearsthat dividesthe network
into two parts: thosesatellitesmoving from southto northandthosemoving from
northto south(seeFigurel.1(a)-(b)).
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Fig. 1.1 Thestructureof m-constellations:(a) view from the north pole; (b) view from the
equatorialplane;(c) the positionof satelliteson adjacenbrbitsandtheresultingcoverage.
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From a communicationnetwork viewpoint, the seamis the main drawback of
w-constellationsasit will be seenlater in the text. Also, w-constellationssuffer
from excessve polar coverage. Finally, their uniquecoveragein mary areasand,
therefore,sensibility to mary obstaclesjike treesand buildings, doesnot always
ensurea sufiicientradiosignalquality.

In orderto avoid this kind of problems 27-constellationshave beenproposed A
2m-constellationconsistan spacingthe orbits alonga completecircle asshowvn in
Figurel.2. The2xr-constellations usedin the Globalstarconstellatior[9], andhas
alsobeenplannedfor thefuture Skybridgeprojectandthe now abandoneelestri.

(b)

Fig. 1.2 2m-constellations(a) view from thenorthpole;(b) view from theequatoriaplane.

Anotherimportantaspectconcernsthe use of “inclined” orbits, that is, orbits
whoseinclination is betweenthe equatorialinclination (0 degrees)and the polar
one (90 degrees). Usually, w-constellationsisepolar orbits (informally, orbits that
“roughly” crossthe polar axis) for coveragereasongseeSectionl.2.5below), and
thereforearecalled“polar” constellations.On the otherhand,inclined orbits allow
abetteroptimizationof 2-constellationshencethe name“inclined” constellations.
The useof inclined orbits allows to compensatéor the satellitesmobility with the
Earth's selfrotation,soasto increaseahe amountof time a satelliteis visible from a
fixedpointonthe Earthsurface(seeSectionl.2.5below).

It is worth to obsene thatthereis no technicalreasonto forbid the useof polar
orbits on 2w-constellationsandreversely Moreover, the useof inclined orbits does
notaffectthenetwork topology(for instancer-constellationshatuseinclinedorbits
still resultin the mesh-like topologyshown in Figure1.4(b)).

1.2.2 Inter-Satellite Links

The next stepis to inter-connectthe satellitesthroughthe ISLs. In particular we
distinguishbetweenintra-orbital andinter-orbital links: The former connectcon-
secutve satelliteson the sameorbits, while the latter connectiwo satellitesthatare
on differentorbits. In Figure 1.3 we shav threepossiblepatternsthat can be ob-
tainedby usinginter-orbital links betweeradjacenbrbits: the“W” patternandthe
“inclined” patternin Figuresl.3(a)-(b)usefour ISLs persatellite,while the pattern
in Figurel1.3(c)usesonly threelSLs.
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Fig. 1.3 Someinter-satellitelink patterns.

Considemow the “W” patternin Figure1.3(a). In orderto obtainthe network
topologywe have to take into accounthe seamandtherelative positionof satellites
crossingthe poles,asfollows.

For m-constellationspnehasto consideithe problemof connectingwo satellites
moving in oppositedirections,which is too expensve or even infeasiblewith the
existing technology(seeSection1.2.5). Hence,it is commonlyassumedhat two
such satellitescannotbe directly connectedover the seam,even thoughthey are
“physically” closeoneto eachother Thereforelong userto-userdelay canoccur
evenwhenthe two partiesare geographicallycloseto eachotherbut the covering
satellitesare separatedy the seam. Also noticethattwo adjacentsatellitesswap
their relative positionwhenever crossingthe poles(seeFigure 1.4(a)). Hence,the
network topologycanberepresentedsa two-dimensionameshwherecolumnsare
wrappedaround but rows arenot (seeFigurel1.4(b)).

In [15] theimpactof theSLs architecturgfor instancethe useof antennaghat
supporthigherangularvelocity) hasbeenstudied,and further patternsto connect
thesatellitesof a r-constellatiorhave beenproposed Suchpatternsuseinter-orbital
links thatconnectsatellitesn nonadjacenbrbits, typically the neighboringorbit of
the neighboringorbit. This reduceghe userto-userdelaywhenthe communication
takes placebetweentwo positionsthat are quite far (or whenthe communications
haveto goacrosgsheseam).Undertheassumptiorof ISLs thatsupporthigh angular
velocity, thedelayeffectsof ISLs thatcrossthe seamhave alsobeeninvestigatedn
[15].

With respectto inter-satellitelinks for 27-constellationsneitherGlobalstamor
Skybridgehave implementedSLs in their design,althoughit seemghatthey have
beenconsideredn theearly phaseof theseprojects asit wasthecasean Celestri. At
thatpointin time, mary designergshoughtthoseprojectswereinnovative enoughto
delaytheintroductionof this additionalnew feature. Neverthelessthereis a strong
belief thatfuture designof 27-constellationsill introducesuchlinks.

Fromthetopologypointof view, it is worth to obsenethattheregulartorusturns
into a skewedtorusif aninclined ISL patternsuchasthe one of Figure 1.3(b)is
adopted[17]. Notice that 27-constellationsdo not presentary seam. Thus, their
coveragehassmootherproperties. On the other hand, a unique position may be
coveredby two satellitesquite far onefrom anotherin the network topology(e.g.,
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Fig. 1.4 Therelative positionof two adjacentsatellitescrossingthe pole andthe resulting
topologyof w-constellations.

two satellitesthat move in oppositedirections),especiallywhenthe useris closeto
theequator

1.2.3 ISLs versusTerrestrial Gateways

The use of ISLs is intendedto implementcommunicationghat do not use ary

terrestrialinfrastructure.However, the useof terrestrialgatevaysstill presensome
adwantagesuchasa reducedhumberof computingdeviceson-boardthe satellites.
For instancegatavayscanbeusedto computetheroutingtablesthatareusedby the
satellites.

A moreextensie useof the gatavayshasbeenadoptedn the Globalstarsystem,
wherethe satellitesoperatdn a“bent-pipe”’mode. Their mainfunctionis to redirect
usersignalsto groundgatevays,andvice-versa.As aresult,theoperatohasto build
mary gatevays,onefor eachareain which the serviceis opened.Additionally, part
of the radio spectrumis usedto supportthe communicationdetweerthe satellites
andthe gatavays. Unfortunately radio resourcesre becominga scarceresource.
Currently severalsystemssharethe samespectrunof frequencieg¢GlobalstayICO,
andprobablyEllipso) whichis the sourceof seseralinterferenceproblems.

We notethat the useof ISLs presentssignificantadvantageslike reducingthe
communicationsbetweenthe satellitesand the gatavays, reducingthe numberof
gatevays,balancingtheload betweerthe gatavays,andpreventinggatevay faults.

1.2.4 Multiple Coverage

Another importantissuefor satellite constellationswith ISLs is risen by multi-
coverage goals. From the radio and signal propagationpoint of views, a single
satellitemaynot suffice to ensurehereal-timeconnectiongspeciallyif someobsta-
clesexist betweerthe userandthe satellite. Systemdik e Globalstaf9] answetthis
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problemusingmulti-pathtedhniques Insteadof beingreceived by onesatellite,the
signalis receivedby two to four satellitesandmergedto recoveraclearsignal. When
anew satelliteis visible to theuser its signalcontrikbutionis introducedorogressiely
into the globalmemging of the signals.

We remarkthat routing with multi-pathtechniquesn a satelliteconstellationis
verychallenging.A singleusermaybedirectly connectedo two (or more)satellites
that are very far one from anotherin the network topology mainly in inclined
constellations. From the algorithmic point of view, this characteristicessentially
turnsabasicnetwork routing probleminto a multicastingproblem.

1.2.5 Physicaland TechnologicalConstraints

In this sectionwe discusssomeof the main physicalandtechnologicafactorsthat
impacton mary of the above designchoices.

ISLs Geometry The main technologicalconstraintsto take into accountin ISL
designaretherelative angulavelocity of theendpointsaandtheir visibility [17]. This
is becaus@antennasannotafford excessve angularspeecandtheatmospherés also
asourceof fadingof thesignal.

Mobility of ISLs. As a satellitemovesalongits orbit, the setof satellitesvisible
fromit changegontinuously Thishappengor thosesatelliteghatarenotin adjacent
orbitsand,in polarconstellationswheneer the satelliteapproachethe poles. This
is dueto the small distancebetweenadjacentsatellitesapproachinghe pole which
resultan ahigherangularelocity[1, 15]. Additionally, ISLsbetweeradjacenbrbits
mustbe turnedoff whencrossingthe polesbecaus®f the satellitesrelative position
switching (seeFigure 1.4). As obseredin [15], ISLs that supporthigherangular
velocity allow to maintainintra-orbitallinks athigherlatitudes.An unexpectedside-
effect of the angularvelocity is that the tracking systemmay affect the stability of
thesatellitewithin its orbit andthereforeresultin anadditionalconsumptiorof fuel,
whichin turnimpactsthe satellites weightandtimein service.

Shortes(Delay)Path. It isworthto obserethatthedistancebetweertwo adjacent
polar orbits decreasesasthey get closerto the poles. Hence,for r-constellations
usingthe “W” |ISLs pattern,for instancethe minimum delay pathis the one that
usesaminimal numberof ISLsandinter-orbitallinks whoselatitudeis themaximum
latitudebetweerthetwo satellitesto be connected.

Notice that routing algorithmson mesh-lile topologiesmay return sub-optimal
time/delaypathssincesuchmodelsdonotcorsiderthattheorbits distancevarieswith
thelatitude. In [10] a modelthattakesinto accounthisissuehasbeeninvestigated.
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1.3 NETWORK MOBILITY AND TRAFFIC MODELING

Therearetwo mainfactorsthatshouldbetakeninto accountwhendesigningrouting
algorithmsfor LEO satelliteconstellations:

e Users’ distribution: the factthatthe positionof the usersandthe durationof
thecommunicationsirenot known in advance.

¢ Networkmobility: thefactthatsatellitesnove,constantlychanginghenetwork
topology

Although the first aspecthasbeenextensively studiedfor classicalcellular net-
works, suchnetworks usewired connectionsn orderto connecttwo basestations.
Hencethemainissuein these'terrestrialnetworks” is to provide enoughresources
for theusersconnectiorto last. Thereis alot of flexibility in thesizeof thecells,but
the usersmay move from oneto anotherandat differentspeeds.Corversely LEO
cells are big enoughto considerthe usersimmobile. However, routing problems
occursinceon-boardresources- in particularthe maximumnumberof connections
usinglSLs—arescarce.

Thesecondaspectnamelythenetwork mobility, is adistinguishingactorof LEO
constellationsindeed gvenif we assumeastaticsetof communicationgi.e., pairsof
userghatwantto communicat®newith theother) theproblemof maintainingactive
theseconnection®vertimeis notatrivial task: Thesatelliteanovementriggersboth
hand-wersandconnectionsipdategre-routing), whenatopologychangeoccurs.

In both casesmobility is the main causeof call blocking, call dropping, and
unboundedielayin communications.However, thereis a fundamentatifference
betweerthe users’mobility andthe network’s mobility: Theusers’behaiour is not
deterministi¢ while changego the network topology are predictable Hence,two
differentapproachearegenerallyadopted:

e Thenetwork’s behaviour is deterministicand can be “predicted” quite accu-
rately (seeSectionl.3.1).

e Theusers’behaiouris usuallymodeledby meansf aprobabilitydistribution
(seeSectionl.3.2).

It is worth to obsene thatif we considerthe relatve movementbetweena user
andthesatellitesthenthemajorpartof suchmovements dueto thesatellitesspeed.
Hence,the probability distributionsusedto modelusers’mobility mainly focuson
theissueof managingrequestsvhosepositionanddurationare not known prior to
theirarrival.

1.3.1 SatellitesMobility

Oneof the maindifferencedetweeri‘classical’ cellularnetworksandLEO constel-
lationsis the high mobility of the system.Complicatingfactorssuchasthesatellites
movementandthe Earth's self rotationmake the problemof connectindimmobile”
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usersnontrivial. In thefollowing we describethe interplaybetweerthesetwo fac-
tors andthe previously mentionedaspectsand also how network mobility canbe
modeled.

1.3.1.1 SatellitesMovement Thesatellitesmovements the maincauseof hand-
overs. Two typesof hand-aermayoccur:

¢ Asatellitehand-overis thetransferof a userfrom a satelliteto anotherduring
acommunication.

¢ A cell hand-oreris the transferof a userfrom a spot-beanto anotheywithin
the samesatellite. A satelliteantennadirectedto terminalsis composedy a
seriesnf beams.Suchadecompositiorof thesatellitefootprintallowsto reuse
theradiofrequencieseveraltimesin its coveragearea.Thosehand-wershave
no consequencen the inter-satelliterouting, but impact seriouslyon-board
computations.

If auserisjustontheborderof thecoverageareaof asatellite his/herconnectiontime
to anindividual satellitecanbe extremelysmall. Hence,in general,constellations
aredesignedn suchawaythatthefootprintsoverlapandextremelysmallconnection
timesto anindividual satellitenever happen Neverthelessthe maximuntonnection
time is still limited. A users trajectory viewed from the satellite,will resemblea
straightline crossinghecenterof thecoveragearea. Theapparen({or relative) speed
of the useris thenthe speedof the satellite. This causeghe following undesirable
phenomenaVisibility changesyaryingtopologies(ISLs changes)footprint hand-
over, andneedfor re-routing.

1.3.1.2 Earth’s Self Rotation The Earth’s self-rotationintroducessome more
complicationin the system.In Figure 1.5, we plot the maximumtime betweentwo

satellitehand-wersagainsthealtitudeh andtheelevationangles of aconstellation,
in two cases:

e The Earth’s self rotation is not taken into considerationand the satellites
inclinationcanbearbitrary

e TheEarths self rotationis taken into accountandthe orbit of the satelliteis
equatorial.

1.3.1.3 ModelingtheNetwork Mobility Noticethatthemaximumhand-wertime,
shavnin Figurel.5,canvary from someminutesupto severalhours. Also, inclined
orbitscanbe usedto exploit the Earth’s self rotationto increasahevisibility period.
Hence themobility of thenetwork canalsovaryalot. Roughlyspeakingthey canbe
distinguishedetweerlow andhigh mobility, dependingpnthemaximumhand-wer
time.

Low Mobility (periodic). In [5], themobility of a satelliteconstellatioris described
asa Finite StateAutomata(FSA) by a seriesof statesdescribedalongthetime in
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Fig. 1.5 Maximumtime betweertwo satellitehand-wers.

round-robinfashion. The main advantageof this modelis thatwe have to consider
only afinite setof configuration®f thesatelliteconstellationwherethesatellitesare
assumedo beimmobile), and provide efficient routing solutionsfor eachof them,
inspiredfrom classicakelecommunicatioproblems.

Low Mobility (aperiodic). It is worth to obsene thatthe “periodicity” assumption
of the FSA model may be, in somecasesoo strong. This is essentiallydue to
the combinationof “physical” factors,suchasthe Earth's self rotation,the satellites
speedtheuseof inclinedorbits,etc. They makethesystemaperiodicfor all practical
usagesi.e. asatellitewill find againthesamepositiononly aftersuchalongtimethat
too mary intermediatestateswvould be necessaryin this case a possibleapproach
consistsin taking a seriesof snapshotsr fixed constellationtopologies,method
sometimegeferredto asdiscretization[11, 37, 38]. Then,the routing problemis
solvedwith respecto thatfixed“constellation”.

High Mobility. The above two modelsare interestingwhen the mobility of the
satellite network is negligible with respectto the mobility of the usersrequests,
e.g. if mostof therequesthave very low duration,let us saya few minutes,while
the hand-aertime would be of onehouror more. In this case beforethe network
configuratiorchangegsignificantly)several(mary) requestsvill havebeensatisfied.
Ontheotherhand thesemodelsdonottake into accounthedependencbetween
consecutie statesof the network. Thus, betweentwo statesthe completerouting
schemeof theconstellatiorshouldbechanged Clearly, in thecaseof highly dynamic
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constellationgnd/odongcall durationsalmostall requestsnaypasghroughseveral
statesandthusmaybere-routedseveraltimes.

1.3.2 UsersDistribution: Common Traffic Assumptions

Dependingon the application,three major scenarioan be identified for satellite
markets. The first one, and the most naturalone, statesthat satelliteswill sene
countrieswhere the telecommunicationnfrastructureis insufficient or inexisting.
Thesecondne,which appear@asmoreandmoreprobablejs thatthe satelliteswill
provide additionalcapacitiego countrieshatalreadyhave goodtelecommunication
infrastructuresput which suffer from an overloadof the resources A third market
concerngeoplewho requirea seamlesgonnectionin their internationalactiities.
Of course dependingon the scenariothe traffic may have differentcharacteristics,
assummarizedn Tablel1.1.

| Type | Developing Overload Inter national |
Location poorcountries/oceans rich countries international
Time distrib ution Poisson-lile bursty nearlydeterministic
User concentration sparse huge irregular
Call duration short exponential long
Call distance average short long

Table1.1 Characteristics of foreseeableisagesf satellite constellations.

Little is known on the two first classesf applications. The last one hasbeen
investigatedn [35], whereananalysisof the internationalactiities led to a mapof
differentzonesworldwide. In this model,the planispheres dividedinto 288 cells,
with 24 bandsalongthe longitudesand 12 alongthe latitudes. The intensitylevels
from 0 to 8 showvn in Table1.2 correspondo traffic expectationgor theyear2005,
of 0, 1.6, 6.4, 16, 32, 95, 191, 239, and 318 millions of addressableninutes/year
respectiely. In [15] thetraffic requirementnatrixis obtainedrom tradingstatistics,
namelythe imports/eports betweenary two regions. Furthermarket studieson
satellitescanbefoundin the quarterlyreport[23].

In the following we describehow the usersmobility canbe modeledby means
of sometraffic assumptions.In particular we grouptraffic assumptionsnto three
catgyories:

e Geographicatlistribution: Onwhich satellitetheuserrequestareexpectedo
arrive.

e Timedistribution: How long they areexpectedo beactive.

¢ Ratedistribution: How muchof theresourceshey will require.
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Table1.2 Intensity levelson the planispherefor the distrib ution of users.

1.3.2.1 Geographicalistribution Statisticamodelshave beendevelopedo rep-

resentheloadall overtheEarth. A structurethatappearpromisingis the notionof

point processoverthe2-dimensionaEuclideanspacg8, 3, 16, 18]. A pointprocess
isafamily X = {X(B), B € B} of non-ngative integervaluedvariables where
X (B) denoteghe randomnumberof pointsthatlie in thesetB. A homaeneous
Poissonprocesswith parametel > 0 is a pointprocessX asfollows.

¢ Thenumberof points X (B) is Poissordistributedwith parametenu(B) for
eachboundedBorelsetB.

e TherandomvariablesX (By), ..., X (B,) areindependentor eachsequence
By,..., B, of disjointBorel sets.

In fact, the homogeneou®oissonprocesgeflectsquite well the traffic load within
a countrywith uniform development. More generally whentrying to mapa point
processto the entire world it would be interestingto either choosea measureu
thatreflectsthe economicdevelopmentof eachregion (i.e., for instancethe mapof
Table1.2), or try a modelwith differentpropertiessuchas MMPP or multi-fractal
models[2] (for moredetails,we referthereaderto thesurwey in [13]).

1.3.2.2 TimeDistribution Thetraditionalwayto modelthedistributionof thecall

durationsconsistan usinga Poissonlaw. In fact,the behaior of thetraffic is then
very closeto thatobtainedon phonesystems However, new broadbandpplications,
madepossibleby the Internet,generatethertypesof traffic. In [24] acomparatie

study betweenself-similarand Poissortraffics is donein the satelliteconstellation
context.

1.3.2.3 RateDistribution It is quite naturalto relatethe rate distribution to the
locationsof the differentpartiesof a communication.In [36], theload of theinter-
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continentaltraffic is evaluated. It is estimatedthat between81% and 85% of the
traffic is within continentstheremainingtraffic beingsharedwith theclosesiand/or
most populatedareas. Another methodof generatingtraffic is suggestedn [6]:

Oncea pair (u, v) of locationsis selectedu andv areviewed hereaspointson the
unit sphere) associatedvith potentialrequirementdensitiesw, andw,, the traffic

requiremenbetweerthetwo nodess givenby

(W wy)®

T = G0y

wherea andj aretwo parametersetby theuser In [6], it is assumedhata = 0.6
andg = 0.5.

1.4 ROUTING AND HAND-OVER

A goodrouting stratgy shouldmainly preventfrom (1) the congestiorof ISLs due
to too mary routespassingroughthem;(2) routing requestslongpathscontaining
mary links sincethis resultsinto a poorresourcesitilization andin a higherdelayin
thecommunication(3) droppinganongoingcall or blockinganew one.

1.4.1 Problemsand Optimization Criteria

Here,we describemorein detail the main goalsconcerningthe designof efficient
routingalgorithmsfor LEO constellations.

MaximumThroughputand ISLsUsage. Maximizing the throughputunderlimited
ISL capacityappearsas one of the main objectives of the constellationdesigners.
Clearly, becausef thelimited ISL capacityagoodroutingstrategy shouldminimize
themaximumlink usagge.g.,theloaddueto theoveralltraffic passinghroughsuch
link) amongall thelSLs.

Shortest/BoundeBelay and Jitter.  Oneof the main motivationsof LEO systems
is the reductionof the communicatiordelay Indeed,the minimum delayto opena

connectionthrougha geostationansatelliteis around240 ms, while a LEO could

connecttwo usersin around20 ms. However, while the connectionis roughly

independentf theparties’locationin aGEOsystemthedelaysignificantlyincreases
for LEO systemsavhenthe partiesgetfurtherfrom oneanother However, sincethe

ISLsofferstraightfree-spac@ropagationthedelaybetweerthesatellitess governed
by the speedof thelight.

Themulti-pathtechniqguesndin-the-airmeging of the signal(seeSectionl.2.4)
shouldraisea new delayproblem. Indeed,meming two signalsthat arefar in the
network topologytakestime comparableo the onerequiredto reacha geostationary
satellite. The sameproblemoccurswith 7-constellationsvhenthe communications
have to go acrossthe seam. In eachcase the communicatiordelay could take, in



ROUTING AND HAND-OVER Xiii

theworstcase anadditional100 msto be completedthetime to reachthe furthest
satellitein the constellation).

The jitter (in otherwords, the delay variation) is relatively importantin LEO
constellationssincethedistancebetweertheuserandthesatellite(andalsobetween
the satellite and the gatavay, and even betweentwo satellite of different orbits)
changegontinuouslyduringthelifetime of acommunicationThis behaior cannot
be avoided, but canleadto storageoptimizationissuesin the satellite(in casethe
terminalis notableto handleit) for instance.

GuaranteedHand-Over The next optimization problemconcernsthe quality of
serviceandmorepreciselythe guaranteghatis givento the usersthata communi-
cationwill notbedroppedbecaus®f ahand-wer. Thiscanbedoneeitherby fixing
anacceptableateof call dropping,or by forcing the systemto avoid call dropping
atary price.

Call AdmissiorandRouting Theguaranteethand-werfeaturegreatlyimpactsthe
calladmissiorprocedureandcanleadto additionalcall blocking. Blockedcallsmay
alsobe a consequencef scarcdink resourceavailability. This may happereither
becaus& usercannotbeconnectedo thevisible satellite(s)or noroutebetweerthe
two satellitesusedin thecommunicatiorcanbe found without overloadingthe ISLs
capacity

1.4.2 Algorithmic Solutions

1.4.2.1 Call Admissionfor Hand-Owers The call admissionproceduredecides
whetheranincomingcommunicatiorrequeswill be handledor not. A userwill be
refusedthe entryin the systemwhenthereis not enoughavailable capacityto take
therequesin consideration A usermay be alsorejectedbecauseghe systemis not
ableto guarantee¢he durationof the servicesuficiently enoughto meetquality of
servicegoals.For instancea usercouldbeimmediatelysened,but afteroneminute
the communicatiorwill have to be droppedbecaussét interfereswith otherusers,
moreprivilegedor who werealreadyin the systembeforethelatterusersarrival.

Two main schemescan be usedto control the resourcesf the LEO satellite
system:

o Earth-fixedcells canbe drawn directly on the ground. One cell hasa fixed
capacity andis sened by the same(setof) satellite(s). Therefore the hand-
oversoccursimultaneouslyor all the usersof the cell. This schemeaeduces
the amountof usablecapacityby the satellite,but simplifiesthe management
of theuserson-boardhesatellites.Thisideahasbeenusedfor the plansof the
Teledesiconstellation.The Earth's surfacewasdividedinto stripesparallelto
theequatoof 160km from the Southto the North, eachstripebeingredivided
alongthelongitudesinto square®f approximatvely 160km per160km, for a
total of around20 000cells. Those'supercells” werethenfurthersubdvided
into elementanycellsof 53.3km per53.3km [21].
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It is thento the responsibilityof the constellations designeito make surethat
ateachinstantof time eachcell will besenedby atleastonesatellite.

o Satellite-fixedcells is the most commonscheme,appliedin particular for
Iridium. Theusersaarehandledndividually by thesatelliteand several satellites
maysene auseratthesametime.

As mentionedn Sectionl.3,thesatellitespeeds responsibldor thegreatespart
of the systemmobility. After thatcomesthe Earth’s self-rotation,andonly thenthe
terminal’s mobility.

The admissioncontrolandresourceallocationwork hasbeenmainly focusedon
satellite-fixed cells. Usually, systemdesignerdry to include an overlappingarea
betweenary two satellite-fixed cells. Therefore,someresearcherbave proposed
that, whenaterminalcomesinto the overlappingarea,andno channelis available
in its new covering cell, it issuesa hand-over requestin a queue(the Hand-over
Queue- HQ) that haspriority over incomingcalls [28]. Although this ideamay
enhancehe quality of service thefinal resultdepend®on mary factorsike thesize
of theoverlappingarea,andthedistribution of thelengthof thecalls. Althoughthis
procedurecertainlyenhanceshe systemthereis no meanto reacha target quality
of service.

Anotherideaconsistdn systematicallyeservingsomechannelgo the hand-wer
request$19]. In thisHand-over Gard (HG) systemjf the numberof busychannels
exceedsa given threshold,then no incoming call is acceptedand only hand-wer
requestarehandled. This systembecomesnoreefficient whenthe thresholdgoes
down. However, if the thresholdis too low, the systemwill be underloadedin
mary casesasincomingcallsthatcould have beenacceptedirerejected.Hencethe
needof a tradeof betweenquality of serviceandsystemcapacity In [7], additional
conceptof geographicapositionareintegratedinto this conceptsothattheauthors
canevaluatea call blockingprobabilitydependingpntheremainingtime theuserhas
in his/hercell, andthe expecteddurationof a call. A new useris acceptednto the
systemif his/herhand-wer call blocking probability will meetQoS requirements,
andhis/herinclusiondoesnot degradethe existing callsunderthe QoStarget. This
resultsin amoreaccurateacceptance/rejectianf users.

In [29], the authorsconsidey for eachterminal, the servicingtime of a satellite
cell. In particulat they analyzdits movementanddeduceheinstantst; andt. when
the terminal entersthe cell and whenit leavesit, asshavn in Figure 1.6. As a
result,whena terminalis introducedin the system,not only the presentcovering
cell is resened, but alsoa sufficient numberof future cells, associatedvith future
utilization, sothattheservicedurationmeetghequality of servicerequirementsgthis
algorithmis calledGuaranteedHand-Over— HG). If thecommunicatiorcontinues,
thenadditionalresenationsaredonein realtime. In theworstcasewhenthis life-
timeresenationsfail, theterminalcanbenotifiedthatthe connectiorwill endwithin
a certainamountof time.

1.4.2.2 ISL Dimensioning In [4, 15], theimpactof thelSLs designphaseonthe
overall performance®f the network have beenpointedout (seeSection1.2.2). It
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Fig. 1.6 Instantsof serviceinitiation andserviceendfor a satellite-fixedcell.

is worth to obsene that,in theseworks, a uniquepatternis choseronceand for all
duringthedesignphase.

A differentapproachhasbeenadoptedin [37, 38] wherethe authorsconsider
different discretetime steps(eachtime step correspondgo a “snapshot”of the
constellation that is, the relative positionsof the satellites). For eachtime step,
an ISLs dimensioningproblemis solved so asto minimize the maximumISL load
which, in turns,yieldsthe sufficient ISL capacityto routetherequests.

1.4.2.3 PrecomputedRoutesand Snapshot/FSATechniques: DeterministicRout-
ing In this sectionwe surey how the deterministicbehaviour of the network can
be exploited to enhancehe overall performanceof the network. In particular the
following threeaspectswill be considered:(a) designchoices: how satellitesare
interconnectethroughlSLs; (b) reserationstratgies: how to guarante¢hatacom-
municatiorwill notbedroppedand(c) “ad-hoc”routingalgorithms:algorithmsthat
depencdbnthe currentstateof the network.

Considera discrete modelin which eachstateof the network correspondgo a
visibility staterepresentinghesetof satelliteghatarevisibleto eachother(i.e.,those
pairsof satellitesthat, potentially canbe directly connectedo eachother). Then,
two oppositepolicies (off-line or on-line design)can be adopted: Either provide a
uniquestratgyy which doesnotdependonthevisibility state(i.e.,doesnotvary over
time), or provide a differentstratay for everyvisibility state.

In thesequelvefirst describesomebasicrouting heuristicshatdo notexploit the
knowledgeof thevisibility states.Then,we will seehow thesesolutionscanbenefit
from thedeterministichehaiour of the network.

Basic Routing Strategies. In [31] differentrouting and resenation stratejies for
mesh-like topologies(a 6 x 11 meshmodelis adopted)have beencompared. As
for the routing strateyies, to eachlink is associatea costfunction andthe routing
algorithmchooses pathwith minimum cost. Accordingto differentdefinitionsof
the costfunctionthefollowing four stratgieshave beencompared:

1In [31] suchstratgiesarenamedviinimum HopsAlgorithm, Minimum CostAlgorithm, MeshAlgorithm
andRevisedMeshAlgorithm, respectiely.
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e Min Hops:thecostof eachiSL is 1, hencegheconnectioris alwaysestablished
by choosinganypaththatminimizesthenumberof ISLsin it (i.e. theminimum
numberof hops).

e Min Load: to eachlink is associatedh cost given by 1/vacancy, where
vacancy is thenumberof free channelsn thelink; thechosemathminimizes
thesumof thecostof thelSLsin suchapath.

e Min HopsMin Load: amongthe setof pathswith minimal numberof hops,
considerthe onewith lowestmaximumlink usage.Then,the call is accepted
if andonly if suchroutecontainsnolink thatis overloaded.

¢ RevisedMin HopsMin Load: it is definedasthe previous one,with the only
differencethat, if a requestcannotbe routedalonga min-hopsroute,thena
sub-optimaldelaypathis chosen.

Notice thatthefirst stratgy arbitrarily choosesarny min-hop(delay)path,while the
other stratgjies aim to keepthe link usageas small aspossible. Interestingly the
experimentatomparisorin [31] shavsthat,atleastfor someprobabilitydistribution,
it is fundamentato avoid the useof highly loadedlinks and the useof pathswith
sub-optimallength. Indeed,the worsestratgy turnsout to be the Min Hopsone,
while theMin Hop Min Load stratey performsbetterthanthe Revisedone.

FromOn-lineto Off-line: PrecomputedRoutes. In [6], thedeterministidbehaiour
of the network hasbeenalsoexploited to enhancehe performancein termsof call
blocking probability) of the routing strateyies. In particular the authorscomparea
min-coststrateyy (similar to thosementionedabore) to a static routing, in which
the routesare computedoff-line in adwance. The network is modeledas a FSA
(seeSectionl.3.1.3)and,for eachstate(i.e., network topology), a setof routesis
precomputedClearly, this reducegshe communicatioroverheaddueto the periodic
broadcasbperationsrequiredto updatethe link state(i.e., the load) information.
Somehav surprisingly thisapproacthasalsoa bettercall blockingprobability. This
is mainly dueto the factthat, after a network change the solutionprovided by the
min-costalgorithmis rather‘unstable”. So,severalcallsarererouted.

This idea of moving the complexity of routing from an on-line problemto an
off-line oneis alsothe basisof [38, 37]: There,for eachpossibledemandpair (i.e.,
for eachpossiblecommunication) k differentshortestpathsare computed. Those
pathsarethenusedduring the on-line phasein which theroutingalgorithmchooses
aroutebetweersuchk candidatesBasedon thisidea,anupperboundonthelSLs
capacityis givenby thenumberof suchpathscontainingalink. Informally speaking,
it is assumedhatthere is a requesfor eat possiblepair of satellitesandthe goal
is to computethe minimum{ suchthat,if every ISL capacityis /, thenevery request
canchoosebetweenk differentpathsof minimallength. This problemis formulated
by meansof a linear programmingsystem. In [37] the authorsalso considerthe
problemof relating subsequerdtatesof the network, sothatre-routingis performed
only whennecessaryMore preciselyaroutingstatewill becomputedandoptimized
while keepingsomeremainingroutesof the previousstates.
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1.4.2.4 PredictingLink Hand-Owers Anotherapproactconsistsn takingadwan-
tageof thelink hand-wersto managehemobility of the network.

The Probabilistic RoutingProtocol. Upon a call arrival, a first route throughthe
satelliteshasto beassignedo it. Sucharoutecanbechoserbasednary criterium,
like minimum numberof hops,leastcongestionminimum cost,etc. The determin-
istic movementof the satellitesallow the predictionof the time framewherealink
hand-weris to occur Hence,the probabilistic routing protocol— PRP—,proposed
in [33], triesto establishanarriving communicatiorthrougharoutewhich hasmini-
mum probabilityto be cutby alink hand-aver. For this, it supposeshe existenceof
a probability distribution function (PDF) of the call time durationover aroute.

The protocol appliesDijkstra’s algorithmto find the routes. The costof each
ISL is setto one,implying that the routewill be minimumhop. The PDFis used
to remove from consideratiorof Dijkstra’s algorithmthoselSLs that arelikely to
hand-werduringthe communication.

It is easyto seethatthe PRPworksfor very shortcalls,sinceadirectconsequence
of its implementationis that the route just setwill not be cut (with a given target
probability) during the call. For instancea target probability of 0.99 reducedink
rerouting operationsby 80%, when comparedto the “pure” Dijkstra’s algorithm.
Unfortunately the probability of blocking new callsincreaseslueto theforbidding
of mary ISLs, beingalmost15% for 3-minutecallsfor the sametarget probability
over 1600calls.

TheFootprintHand-OverReoutingProtocol. A reroutingstratay, calledfootprint
hand-over rerouting — FHR—, was proposedn [32, 34], which usesinformations
aboutthenetwork predictabilityto replacea currentrouteby anew one,basednthe
successosatellitesn the original route,asfollows.

LetR = Sy, Se, ..., Sk bearouteconnectingsatelliteS; to satelliteSy. In case
bothroute-endsindego alink handover, thenafootprintreroutingcantake placeand
RisreroutedhroughR’ = 51,55, . . ., S}, whereS! denoteshesuccessoof satellite
S; inthesameorbit. In caseonly theroute-endS; (respectiely, S;) hasto hand-wer
thecommunicationbut S}, (respectrely, S7) is notyetvisibletotheground-usetthen
the original route R is simply augmentedo R’ = S}, S1, Sa, ..., Sk (respectiely,
R' =51, 854,...,85%,5};), until S}, (respectiely, S{) becomewisible to theground-
user When the secondroute-endundegoesits link hand-wer, then a footprint
reroutingis usedandthenew routewill be R’ = 57, 55,..., 5.

Evidently, if R is aminimum-hoproute,thenFHR implementsareroutingwhere
R’ isalsoaminimum-hoproute. Further in thecasewherethelink-costis afunction
of traffic load, andthis latter is time-homogeneoughen R beinga minimum-cost
routeimpliesthat R’ is alsoa minimum-costoute.

The performanceof FHR has beenevaluatedthrough simulation, particularly
againsta pure augmentatiorapproach,where a call is droppedif an augmented
link cannotbe found betweenthe hand-wer satelliteand the currentroute. New
callsfirst routesarefound throughthe implementatiorof Dijkstra algorithm. Two
costfunctionsare studied,namelyminimum hops,and congestion. In the caseof
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homogeneousraffic with high call arrival rate, FHR blocks more new calls than
pure augmentationput drops much less calls becauseof hand-wers, than pure
augmentationThis shows the interestof taking the deterministicnetwork topology
into account.

1.4.2.5 ConstellationsViewed as Dynamic Networks Anotheridea consistsin
managingmore specifically the mobility of the constellation. The more natural
stratgy consistsin taking shortest-pathalgorithms,which minimize the resources
takenby anindividualrouteusinga costbasednthelinks. Eachlink recevesacost
(proportionalto its expectedoad), andthe route minimizesthe sumof the costsof
thelinks it uses.

An elementarymodel is inspired from ad-hoc networks [26]. The two main
stratgjiesare:

¢ Proactive: arny changeof topologyis immediatelynotified to all the living
nodes;

¢ Reactive:arequestslikely toinitiate aflood thatwill discovertheactualstate
of the network.

The choice betweenthe two methodsdependson the dominatingactity of the
network. Proactve protocolsperform betterwhen the traffic throughputis high

and the topology changesseldomly whereasthe reactive protocolsperform well

whenthe network topology often changesand the traffic is low. An example of

proactive protocolis the ExtendedBellman-Ford (EXBF), proposedfor satellite
constellationsn [25], whereroutingtablesaredynamicallyupdatedisinga shortest
pathspolicy. A reactive protocol,namedDarting, wasalsoproposedn [25]. The

algorithmbroadcastsietwork informationonly if it becomesabsolutelynecessary
In themeantimethealgorithmtakesadwantageof datapacletsto updatehenetwork

topology Experimentshave shovn thatthe Darting algorithmrequiredasmuchas
72% percentmoreoverheadvhencomparedo the EXBF algorithmin an Iridium-

like,lightly loadednetwork [27].

An immediatesimplification occurswhen one considerghat the weightsof the
links areuniform, andthe topologyis regular. In the meshor the torus/mestkcase,
oneshortespathin termsof numberof hopsis obtainedby a XY routing (thatis a
routeconsistingof a seriesof inter-orbital links first, andthena seriesof intra-orbital
links). Whenoneconsiderghe minimumdelay, insteadof the minimumnumberof
hopsi,it is clearthatthe costof inter-orbital links aresmallerwhenthey arecloserto
the poles(while theintra-orbitallink costremainsconstant). Then,somegeodesic
considerationsnay give the advantageto routesthat take more polar inter-orbital
links, asexplainedin [10].

1.4.2.6 ReservatiorStrategies A secondsteptowardsreducingthecall blocking
probabilityis the choiceof thelink reservatiorstrateyy. Indeedall thesealgorithms
attemptonly to minimizethe load of the links, without implementingcongestion
control mechanismswhich would give someguaranteghata communicatiorwill
notbedroppedwhenoneof thelinks it usesexperiencesanhand-wer.
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Noticethatmostof the hand-wertechniquesve describedsuchasthe HQ, HG,
GCAC,andGH, couldbeappliedto enhancegherouting. A basicreservatiorstratey
was proposedn [31]. It essentiallyconsistsin acceptinga call if andonly if it is
possibleoresenelSLsin suchawaythatthecommunicatiortanbemaintainedfter
ary onelink hand-wer event(this canbe seenasan extensionof the GH concept).
Herethe deterministicdbehaiour of the network playsakey role: It is assumedhat,
for eachlink, we candetermindts next hand-aerandtheoverall network topology
So,if duringthecall only oneof thelinks in thepathhasahand-wer, it is guaranteed
thatsuchcall will notbedropped.

Anotherrelatedstrateyy is the sladk reservatiorpolicy, which consistsn always
acceptinghenew call and,if possiblealsoreservinghelinks for a“next hand-wer”
event. Intuitively, we are relaxing the basicresenation stratey, sincethosecalls
whosedurationis sufiiciently shortwill terminatebefole the link hand-wer event
occurs. However, the experimentalresultsin [31] show that the slackresenation
stratgy performsworsethan the basicone. This is mainly due to the fact that,
in the slack resenation, a certainnumberof calls are acceptedwith no resered
route. Clearly, suchcallsarevulnerableto link hand-aers.On theotherhand,calls
with resenedroutes‘consume’moreresourceshanthey wouldwithoutresenation.
Hence with lesssystenresourcesvailable,the“vulnerable”callsaremorelik ely to
bedropped.

Goingastepaheadanalgorithmis presentedh [12] thatforwardstheresenation
onceit isused.lt is shavn thattheresenationpermanenthguaranteethecommuni-
cationprovidedthatonly Southhand-wersoccut All kindsof hand-wersaretaken
into accountin [14], wherethe call admissioncontrol problemfor regular satellite
networksis turnedinto aproblemof max-loadof afamily of rectanglesn atwo/three
dimensionalspace. Communicatiorrequestsare representeds a seriesof rectan-
gles. Requiredcapacityis thenequivalentto themaximumnumberof rectangleshat
intersecbnagivenpoint. Therefore capacitycontrolfor call admissiorpoliciescan
be donethroughgeometricalgorithms.

1.5 CONCLUSIONS

Inthischaptemereviewedtheliteratureconceningrouting and hand-overtechnques
for LEO constellations. We shawed that they are particularly complex in sucha
contet becauseof both physical constraintsand the movementof the satellites.
Notwithstandingseveralinterestingesultsexist and,at thetime of thiswriting, two
satelliteconstellationsireoperationa(lridium andGlobalstar). Thesefactscertainly
speakfor moreresearcho beundertalenin the nearfuture.
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